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Abstract—Conventional Fourier analysis has many schemes for different types of signals. They are Fourier transform (FT), Fourier series (FS), discrete-time Fourier transform (DTFT), and discrete Fourier transform (DFT). The goal of this correspondence is to develop two absent schemes of fractional Fourier analysis methods. The proposed methods are fractional Fourier series (FRFS) and discrete-time fractional Fourier transform (DFTFRFT), and they are the generalizations of Fourier series (FS) and discrete-time Fourier transform (DTFT), respectively.

Index Terms—Discrete-time fractional Fourier transform, fractional Fourier series.

I. INTRODUCTION

The conventional Fourier analysis can obtain the frequency components of a signal [1], [2], and the fractional Fourier analysis can reveal the mixed time and frequency components of signals [3]. Until now, fractional Fourier analysis has only two schemes to deal with different types of signals. The existing schemes are fractional Fourier transform (FRFT) and discrete fractional Fourier transform (DFRFT) [4], [5]. They can be used for the continuous and discrete signals, and their results are continuous and discrete, respectively. Until now, several methods for computing the DFRFT of signal have been proposed [4], [5]. The method developed in [5] cannot provide a result to match its continuous corresponding case. A rigorous discussion for the mismatches of [5] has been presented in [6]. In this correspondence, we will use the DFRFT in [4] for the further discussions.

II. REVIEW OF THE FRACTIONAL FOURIER TRANSFORM

The transform kernel of the continuous fractional Fourier transform (FRFT) is defined as follows [3]:

\[ K_\alpha(t, u) = \begin{cases} \frac{1 - j \cot \alpha}{2\pi} e^{-j((t^2+u^2)/2) \cot \alpha - jtu \csc \alpha} & \text{if } \alpha \text{ is not a multiple of } \pi \\ \delta(t-u), & \text{if } \alpha \text{ is a multiple of } 2\pi \\ \delta(t+u), & \text{if } \alpha + \pi \text{ is a multiple of } 2\pi \end{cases} \]

(1)

where \( \alpha \) indicates the rotation angle of the transformed signal for FRFT. The forward and inverse FRFT are defined as

\[ \tilde{X}_\alpha(u) = \int_{-\infty}^{\infty} x(t) K_\alpha(t, u) dt \]

(2)

\[ x(t) = \int_{-\infty}^{\infty} \tilde{X}_\alpha(u) X_\alpha(t, u) du. \]

(3)

The properties of FRFT have been summarized in [3]. The domains \( 0 < \alpha < (\pi/2) \) are called fractional Fourier domains in [7], and this definition is also adopted in this paper.
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III. FRACTIONAL FOURIER SERIES FOR FINITE SIGNALS

The frequency spectrum of a periodic signal consists of a sequence of impulse. This leads to the Fourier series expansion of signal. The Fourier series expansion is defined as [1]

\[ x(t) = \sum_{n=-\infty}^{\infty} C_n e^{jntw_0} \]

(4)

where \( x(t) \) is a periodic signal with period \( T \) or a finite signal with duration \( T \cdot \omega_0 = (2\pi/T) \). The FS expansion coefficients can be computed as

\[ C_n = \frac{1}{T} \int_{-T/2}^{T/2} x(t) e^{-j\omega_0 nt} dt \]

(5)

where \( n = \pm \infty, \ldots, -1, 0, 1, \ldots, \infty \). The FS expansion can be used for two classes of continuous signals [1]. One can represent an aperiodic signal \( x(t) \) on a finite interval, say, \([0, T]\). In this case, the Fourier series converge to the periodic extension of \( x(t) \), outside of \([0, T]\), that is, to \( x(t+nT), n = \pm 1, \pm 2, \ldots \). We can also use the FS to represent a periodic signal with any period.

In developing fractional Fourier series (FRFS), we first find the orthogonal basis. In the conventional FS case, a basis function—sinusoids—has an impulse output in the Fourier domain. We can use the same notation to find the FRFS basis functions. Because an impulse function \( \delta(t-n\omega_0) \) in the fractional Fourier domain with parameter \( \alpha \) whose original time domain representation is

\[ \text{FRFT}_\alpha[\delta(t-n\omega_0)] = \sqrt{1+j cot \alpha / (2\pi)} e^{-j[(t^2+(nT/2)^2)/2] cot \alpha - j(nT/2) t \csc \alpha \}

(6)

the definition of the basis signals of FRFS that we used is listed as

\[ \phi_{\alpha,n}(t) = \sqrt{1+j cot \alpha / (2\pi)} e^{-j[(t^2+(nT/2)^2)/2] cot \alpha - j(nT/2) t \csc \alpha} \]

(7)

where \( t_0 \) is called the central frequency in the fractional Fourier domains. The basis of FRFS is a chirp signal that is a not periodic function, and the summation of aperiodic functions cannot attain a periodic one; therefore, the FRFS is only for finite signals. After the basis signals of FRFS are determined, we can compute the integration for any two basis signals along the whole interval \([-T/2, T/2]\) to check the orthogonal property in (8) and (9), shown at the bottom of the next page, where \( \hat{t} = t \csc \alpha \). If we want \( \phi_{\alpha,n} \) to satisfy the orthogonal condition, the right part of the (9) in the case \( m \neq n \) should equal zero. This condition can be satisfied only when \( t_0 = 2\pi (\sin \alpha / T) \). Moreover, we can divide each \( \phi_{\alpha,n} \) by the value \( \sqrt{T \csc \alpha / (2\pi)} \) in order to obtain an orthonormal basis \( \hat{\phi}_{\alpha,n} \) of FRFS.

\[ \hat{\phi}_{\alpha,n}(t) = \frac{\phi_{\alpha,n}(t)}{\sqrt{T \csc \alpha / (2\pi)}} = \sqrt{\sin \alpha + j \cos \alpha / T} e^{-j[(t^2+(nT/2)^2)/2] cot \alpha - j(nT/2) t \csc \alpha / T} \]

(10)

where \( n = \pm \infty, \ldots, -1, 0, 1, \ldots, \infty \). Thus, \{ \ldots, \hat{\phi}_{\alpha,-1}, \hat{\phi}_{\alpha,0}, \hat{\phi}_{\alpha,1}, \ldots \} construct an orthonormal basis. The instantaneous frequency of basis signal can be obtained by computing the derivative of its phase. Therefore, it is equal to

\[ \omega_{\alpha,n}(t) = -t \cot \alpha + n T \]

(11)
TABLE I
PROPERTIES OF FRFS

<table>
<thead>
<tr>
<th>Property</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reversal</td>
<td>$F_{FRFS}[-t] = C_{-n}$</td>
</tr>
<tr>
<td>Conjugation</td>
<td>$F_{FRFS}[t] = C_{-n}$</td>
</tr>
<tr>
<td>Shift</td>
<td>$x(t) \rightarrow x(t-t_0)$</td>
</tr>
<tr>
<td>$F_{FRFS}[t-t_0] = C_{-n}$</td>
<td></td>
</tr>
<tr>
<td>$F_{FRFS}[t-t_0] = C_{-n}$</td>
<td></td>
</tr>
<tr>
<td>Modulation</td>
<td>$F_{FRFS}[e^{j2\pi nt\sin(\alpha)}] = C_{-n}$</td>
</tr>
<tr>
<td>Scaling</td>
<td>$F_{FRFS}[e^{j2\pi nt\sin(\alpha)}] = C_{-n}$</td>
</tr>
<tr>
<td>Periodicity</td>
<td>$x(t) = C_{-n}$</td>
</tr>
</tbody>
</table>

The FRFS expansion coefficients are computed by the inner product of the signal and chirp basis signals. The properties of FRFS are shown in Table I. From Table I, it can be observed that every basis signal is a chirp signal with chirp rate $(-\cot \alpha)$. The interpretation of the FRFS expansion for a finite signal is that the latter is decomposed in terms of its chirp harmonics. The well-known Fourier series (FS) is just a special case of FRFS for the case $\alpha = (\pi/2)$, and the basis signals of FS are sinusoids harmonics that are horizontal lines in the time-frequency plane. Thus, the FRFS expansion of the finite signal $x(t)$ can be written as

$$x(t) = \sum_{n=-\infty}^{\infty} C_{n} \delta_{\alpha,n}(t)$$

$$= \sum_{n=-\infty}^{\infty} C_{n} \sin \alpha + j \cos \alpha$$

$$\left[ e^{-j(2\pi/T)(n(2\pi/T) \sin \alpha)(2\pi/T)} \right] \int_{-T/2}^{T/2} x(t) dt$$

where $C_{n}$ are called FRFS expansion coefficients with the parameter $\alpha$. The FRFS expansion coefficients are computed by the inner product of the signal and chirp basis signals.

$$C_{n} = \frac{1}{T} \int_{-T/2}^{T/2} x(t) e^{-j2\pi n (t/T) \sin \alpha} dt$$

(12)

The FRFS expansion can be used to represent an aperiodic signal $x(t)$ on a finite interval, say, $[-T/2, T/2]$. The properties of FRFS are shown in Table I. From Table I, it follows that the FRFS has similar properties as those of FRFT, but the shift and modulation properties of FS and FRFS are summarized in Table III with some constraints.

In this example, we compute the FRFS coefficients for the finite signal $x(t) = e^{-\pi t^2}$ for $|t| \leq \pi$. We find that the FRFT converges to the FRFT while the computing interval $T$ approaches infinity.

Example 1: In this example, we compute the FRFS coefficients for the chirp signal $x(t) = e^{-\pi t^2}$ for $|t| \leq \pi$. From the previous results in FRFT, we know that the FRFT output of the chirp signal $e^{-\pi t^2}$ will become an ideal impulse for the specific angle $\omega = (1/2cT)$ [3], [10], [11]. In the FRFT example case, the chirp signal $x(t) = e^{-\pi t^2}$ has only one nonzero impulse at $n = 0$ for the case $\alpha = (1/2cT)$ because only one basis signal is enough to synthesize the chirp signal. Fig. 1 shows the finite chirp signal $x(t)$ and its FRFS expansions. In this correspondence, the real parts of signal and transforms are plotted by solid lines, and the imaginary parts are plotted by dashed lines. When the angle $\alpha = (1/2cT)$, the FRFS expansion coefficients have only one nonzero impulse with value $C_{n,0} = 2.132 - 1.318j$. Moreover, we compute the FRFT with a closer angle of $\omega = (1/2cT)$. Without frequency normalization, the FRFT expansion has three significant values $(n = -1, 0, 1)$. $C_{n,0} = 2.05 - 1.436j$, $C_{n,1} = C_{n,-1} = 0.038 17 + 0.085j$. Fig. 2 shows the reconstructed signal that is synthesized by three major FRFS components $(n = -1, 0, 1)$. From the plot in Fig. 2, we see that only three FRFS components can approximate the original chirp signal very well.

The reconstruction error in this example is computed as

$$r(t) = x(t) - (C_{n,0} \delta_{\alpha,0}(t) + C_{n,1} \delta_{\alpha,1}(t) + C_{n,-1} \delta_{\alpha,-1}(t))$$

and the ratio of power of reconstruction error and signal is equal to

$$\frac{\int_{-T/2}^{T/2} |r(t)|^2 dt}{\int_{-T/2}^{T/2} |x(t)|^2 dt} = \frac{0.0014525}{6.2832} = 0.02312%.$$  

IV. DISCRETE-TIME FRACTIONAL FOURIER TRANSFORM

The well-known discrete-time Fourier transform (DTFT) provides a method for computing the frequency components of a discrete signal. The definition of DTFT in [2] are represented in frequency normalization notation, and they are periodic function with period $2\pi$. Without frequency normalization, the transform result of DTFT should be a periodic function with period $2\pi/T_s$, where $T_s$ is the sampling interval of the discrete signal. The definitions for the forward and inverse DTFT without frequency normalization should be changed into the following formulas.

$$X(\nu) = \sum_{n=-\infty}^{\infty} x[n] e^{-jn\nu T_s}$$

(17)

$$x[n] = \sum_{\nu=-\infty}^{\infty} X(\nu) e^{jn\nu T}$$

(18)

The above definitions of forward and inverse DTFT will be used in this correspondence. In this section, we will develop the
generalization of DTFT, which is discrete-time fractional Fourier transform (DTFRFT). The discrete signal \( x[n] \) is sampled from the bandlimited signal \( x(t) \) by sampling rate \( T_s \). In the development of DTFRFT, the roles of time and frequency axis of FRFS are interchanged to define the DTFRFT. It means that the discrete samples in the time domain are treated as the FRFS coefficients in the frequency domain. The FRFS expansion for the spectrum \( \mathcal{X}(-\nu) \) with the parameter \((\pi/2) + \alpha\) is illustrated in Fig. 3. The choice of spectrum is \( \mathcal{X}(-\nu) \) rather than \( \mathcal{X}(\nu) \) because the FRFS expansion of \( \mathcal{X}(-\nu) \) with positive angular parameter \((\pi/2) + \alpha\) can attach the DTFRFT solution. By (12), the spectrum of discrete sampled signal can be expanded as in (19), shown at the bottom of the page.

The FRFS expansion coefficients can be computed by (13) so that they can be obtained as

\[
D_\alpha[n] = C_{(\pi/2) + \alpha, n}
= \int_{-\pi/T_s}^{\pi/T_s} \mathcal{X}(-\nu) \frac{T_s}{2\pi} (\cos \alpha + j \sin \alpha) e^{-j((2\pi^2/2) \cos \alpha \sin \alpha)} d\nu
\]

\[
= \frac{T_s}{2\pi} \sqrt{\cos \alpha + j \sin \alpha} e^{-j((2\pi^2/2) \cos \alpha \sin \alpha)}
\]

\[
\times \sum_{k=-\infty}^{\infty} x[k] \int_{-\pi/T_s}^{\pi/T_s} e^{-j((2\pi^2/2) \cos \alpha \sin \alpha)}
\]

\[
\cdot e^{-j((\pi^2/2) \tan \alpha)} e^{j((\pi^2/2) \tan \alpha)}
\]

\[
= \frac{T_s}{2} \sqrt{\frac{1 - j \cot \alpha}{2\pi}} \sqrt{\cos \alpha} e^{j((\pi^2/2) \tan \alpha)}
\]

\[
\cdot \sum_{k=-\infty}^{\infty} x[k] \Gamma(n, k, \alpha)
\]

(20)

where \( D_\alpha[n] \) is the DTFRFT of the discrete signal \( x[k] \), \( \alpha \neq m\pi + \pi/2 \) (\( m \) is an integer), and

\[
\Gamma(n, k, \alpha) \equiv \begin{cases} \text{erf} & \left[ \frac{-\pi \tan \alpha + \frac{T_s^2}{2\pi} (n - k)}{T_s \sqrt{2}} \right] \\ \text{erf} & \left[ \frac{\pi \tan \alpha + \frac{T_s^2}{2\pi} (n - k)}{T_s \sqrt{2}} \right] \\ \end{cases}
\]

(23)

where the function \( \text{erf}(\cdot) \) is the well-known error function [12].

\[
\text{erf}(t) = \frac{2}{\sqrt{\pi}} \int_{0}^{t} e^{-u^2} du.
\]

(24)

The method for computing the error function with complex argument is stated in [12], and the proof of (22) is shown in Appendix B.

When \( \alpha = 0 \), the transform result \( D_0[n] \) will match the original signal \( x[k] \). Although \( \alpha = m\pi + \pi/2 \), the transform will be the conventional discrete-time Fourier transform, and it is a continuous result. Equation (20) provides a method for computing the DTFRFT based on the frequency domain of the signal, and (22) provides a way to find the DTFRFT from the time domain of signal. The inverse DTFRFT transform is computed as

\[
x[n] = \frac{T_s}{2} \sqrt{\frac{1 + j \cot \alpha}{2\pi}} \sqrt{\cos \alpha} e^{i((\pi^2/2) \sin \alpha \cos \alpha)}
\]

\[
\times \sum_{k=-\infty}^{\infty} D_\alpha[k] \Gamma(n, k, -\alpha)
\]

(25)

where the auxiliary function \( \Gamma(n, k, \alpha) \) has been defined in (23).

From (25), it can be found that the original signal can be recovered from a DTFRFT with the angular parameter \( -\alpha \).

Like in the FRFS case, the results of DTFRFT will approach FRFT while the sampling period \( T_s \) approaches zero, and the result of DTFRFT can be obtained from the sampled values of FRFT.

\[
D_\alpha[n] = \sqrt{T_s} \cos \alpha \mathcal{X}_n(n T_s, \cos \alpha)
\]

(26)

where \( \mathcal{X}_n(\cdot) \) is the FRFT of the presampled signal \( x(t) \) with the angular parameter \( \alpha \). From (26), it can be observed that sampling spacing of DTFRFT will become smaller as the angular parameter approaches \( m\pi + (\pi/2) \), where \( m \) is an integer. If the parameter \( \alpha \) equals \( m\pi + (\pi/2) \), the sampling spacing of DTFRFT will become zero. This matches the well-known result that the output of DTFRFT is a continuous function.

The properties of DTFRFT listed in Table II are similar to those of FRFS, and only the angular parameter should be changed. Similar to the FRFS case, the modulation and shift properties of DTFRFT are also with some constraints, and the constraints are also summarized in Table III.

Table IV illustrates the signal types of different fractional Fourier schemes that have been developed to date. The last column in Table IV shows the types of conventional Fourier schemes. Among the four conventional schemes, the Fourier transform (FT) is the original method. The FS and DTFT have been discussed in the previous sections. The motivation of the DFT comes from the fact that the Fourier transform of a sampled and periodic signal will result in a sampled and periodic spectrum [1]. Therefore, the types of the original signal and transforms for DFT are both discrete and periodic.

The type of DTFRFT adopted here is discrete and aperiodic in the fractional Fourier domains \((0 < \alpha < \pi/2) \). Someone may have a motivation of DTFRFT from the FRFT of \( x(t) \)

\[
\mathcal{F}_\alpha(x(t)) = \mathcal{F}_\alpha\left(\sum_n x(n) \delta(t - n)\right)
\]

(27)
Fig. 1. (a) Finite chirp signal $x(t) = e^{-t^2}$ for $|t| \leq \pi$, $x(t) = 0$ otherwise. (b) FRFS expansion of $x(t)$ for $\alpha = \tan^{-1}(0.5)$. (c) FRFS expansion of $x(t)$ for $\alpha = (3\pi/20)$.

Fig. 2. Reconstructed signal synthesized by the three major FRFS components for the case $\alpha = (3\pi/20)$ in Example 1.

Fig. 3. Motivation of the DTFRFT derivation.

**TABLE II**

<table>
<thead>
<tr>
<th>Property</th>
<th>DTFRFT Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reversal</td>
<td>$\text{DTFRFT}(x[n]-n) = D_{2\pi}[n]$</td>
</tr>
<tr>
<td>Conjugation</td>
<td>$\text{DTFRFT}(x[n])^{*} = j^{\frac{\pi}{4}}D_{-\pi,n}$</td>
</tr>
<tr>
<td>Shift</td>
<td>$\text{DTFRFT}(x[n-\tau], \frac{2\pi}{T_0}) = e^{j\frac{\pi}{4}}D_{\pi,n} e^{j\frac{\pi}{4}}D_{\pi,n}$</td>
</tr>
<tr>
<td>(where (n = T_0 \cos \alpha \text{ and } (n - \tau \cos \alpha) \text{ is an integer})</td>
<td>$\text{DTFRFT}(x[n-k\cos \alpha]) = D_{2\pi,k} e^{j\frac{\pi}{4}}D_{-\pi,n}$</td>
</tr>
<tr>
<td>Parseval</td>
<td>$\alpha \neq \pi + \tau/2 \text{ and } n$ is an integer $\sum_{n=0}^{N-1}</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Properties of FRFS and DTFRFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraint of Shift and Modulation Properties of FRFS and DTFRFT</td>
</tr>
<tr>
<td>Shift Property</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>FRFS $x(t-\tau)$, (\tau = k\pi \tan \alpha \text{ is an integer})</td>
</tr>
<tr>
<td>FS $x(t-\tau)$, (\tau \text{ is arbitrary})</td>
</tr>
<tr>
<td>DTFRFT $x(n-\tau)$, (\tau \text{ and } \tau \cos \alpha \text{ are two integers})</td>
</tr>
<tr>
<td>DTFT $x(n-\tau)$, (\tau \text{ is an integer})</td>
</tr>
</tbody>
</table>
TABLE IV  
TYPES OF SIGNALS PROCESSED BY THE DIFFERENT FRACTIONAL SCHEMES

<table>
<thead>
<tr>
<th>Fractional Fourier domains</th>
<th>Discrete, aperiodic</th>
<th>Continuous, periodic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ≤ α &lt; π/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>α = π/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRFT</td>
<td>continuous</td>
<td>continuous (DTFT)</td>
</tr>
<tr>
<td>DFRFT</td>
<td>discrete, periodic</td>
<td>discrete, periodic</td>
</tr>
</tbody>
</table>

The above definition has the continuous output in fractional Fourier domain, but it cannot have good boundary conditions for the case α ≈ 0. Therefore, the type of DFRFT adopted in this paper is discrete, aperiodic, and infinite in the fractional Fourier domain. Moreover, the spacing of DFRFT in the fractional Fourier domain is \((T_s \cos \alpha)\). If \((\alpha = m\pi + \pi/2)\), the spacing of DFRFT will become zero, and the DFRFT will be reduced to the conventional DTFT. About the FRFS case, the spacing is \((2\pi \sin \alpha / T)\), and it will become zero while \((\alpha = m\pi)\). Thus, a continuous signal will be obtained. Moreover, the last row in Table IV presents the data type of the discrete fractional Fourier transform (DFRFT). Although this scheme is not discussed in detail in this correspondence, we still describe its signal types in Table IV.

V. CONCLUSION

From the above discussion, several conclusions can be made. First, FRFS is a generalization of FS, and it can reveal the mixed time and frequency components of signals. The FRFS expansion coefficients are the sampled values of FRFT. The envelope of FRFS coefficients will have a closer spacing as the computing interval increases. The FRFS will converge to FRFT when the computing interval \(T\) approaches infinity. Second, the generalization of DTFT (DFRFT) can be obtained through the dual extension of FRFS. The DFRFT can provide a method for computing the fractional Fourier transform for discrete signals. With the help of the algorithm of DFRFT, the fractional Fourier analysis for discrete signals can be realized.

APPENDIX A

The FRFS coefficients of \(x(t)\) can be computed as

\[
C_{\alpha,n} = \int_{(\pi/T_s)}^{\pi/T_s} x(t) \hat{\phi}_{\alpha,n}(t) dt \\
= \int_{-\infty}^{\infty} x(t) \hat{\phi}_{\alpha,n}(t) dt \\
= \int_{-\infty}^{\infty} x(t) \sqrt{\sin \alpha - j \cos \alpha \over T} e^{-j((t^2 + (nt_0)^2)/2) cot \alpha - jnt_0 \tan \alpha} dt \tag{A1.2}
\]

where \(t_0 = 2\pi \sin \alpha / T\). An envelope function of the coefficients \(C_{\alpha,n}\) is defined as

\[
E_{\alpha}(t) = \int_{-\infty}^{\infty} x(t) e^{-j((t^2 + (t_0^2)/2) cot \alpha - jnt_0 \tan \alpha) \over 2\pi} dt \tag{A1.3}
\]

From the definition of FRFT, we can obtain the FRFT of the signal \(x(t)\)

\[
\chi_{\alpha}(w) = \int_{-\infty}^{\infty} x(t) \sqrt{\sin \alpha - j \cos \alpha \over 2\pi} e^{-j((t^2 + w^2)/2) cot \alpha -jwt \tan \alpha} dt \tag{A1.4}
\]

From (A1.2)–(A1.4), we conclude that

\[
C_{\alpha,n} = \sqrt{\sin \alpha - j \cos \alpha \over T} E_{\alpha}(nt_0) = \sqrt{2\pi \sin \alpha \over T} \chi_{\alpha}(nt_0) \tag{A1.5}
\]

The above is the proof of (14). In the definition of FRFS, the signal \(x(t)\) is written as its FRFS expansion.

\[
x(t) = \sum_{n=-\infty}^{\infty} \sqrt{\sin \alpha - j \cos \alpha \over T} E_{\alpha}(nt_0) \hat{\phi}_{\alpha,n}(t) \\
= \sum_{n=-\infty}^{\infty} E_{\alpha}(nt_0) \sqrt{\sin \alpha - j \cos \alpha \over T} \\
\cdot \sqrt{\sin \alpha + j \cos \alpha \over T} e^{-j((t^2 + (nt_0)^2)/2) cot \alpha + jnt_0 \tan \alpha} \\
= \frac{1}{T} \sum_{n=-\infty}^{\infty} E_{\alpha}(nt_0) e^{-j((t^2 + (nt_0)^2)/2) cot \alpha + jnt_0 \tan \alpha} \\
= \frac{\csc \alpha}{2\pi} \sum_{n=-\infty}^{\infty} E_{\alpha}(nt_0) \\
\cdot e^{-j((t^2 + (nt_0)^2)/2) cot \alpha + jnt_0 \tan \alpha} \cdot t_0 \tag{A1.6}
\]

APPENDIX B

In this Appendix, we will prove (22). To begin with, we compute the integral in (22).

\[
\int_{-(\pi/T_s)}^{\pi/T_s} e^{-j(\alpha/2)(\tan \alpha \over 2) \cot \alpha - j(\pi/2)(\tan \alpha \over 2) \cot \alpha} \over \sqrt{2 \cot \alpha / j} \int_{a}^{b} e^{-j \alpha^2 / 2 \cot \alpha / j} dt \tag{B.2.3}
\]

where \(a = \sqrt{j \tan \alpha / 2 \over \pi / T_s} - T_s(k - n) \cot \alpha \) \tag{A2.4}

\(b = \sqrt{j \tan \alpha / 2 \over \pi / T_s} - T_s(k - n) \cot \alpha \) \tag{A2.5}

Using the definition of error function, we can further compute integration as

\[
\int_{-(\pi/T_s)}^{\pi/T_s} e^{-j(\alpha/2)(\tan \alpha \over 2) \cot \alpha - j(\pi/2)(\tan \alpha \over 2) \cot \alpha} \over \sqrt{2 \cot \alpha / j} \int_{a}^{b} e^{-j \alpha^2 / 2 \cot \alpha / j} dt \tag{A2.6}
\]

\[
= \sqrt{\frac{\pi}{2}} \over \sqrt{2 \cot \alpha / j} [\text{erf}(b) - \text{erf}(a)] \tag{A2.7}
\]

\[
= \sqrt{\frac{\pi}{2}} \over \sqrt{2 \cot \alpha / j} [\text{erf}(b) - \text{erf}(a)] \tag{A2.8}
\]
where \( \Gamma(n, k, \alpha) \) has been defined in (23). We can conclude the results of (21) and (A2.8) to obtain the following equations:

\[
D_n[n] = \frac{T_r}{2\pi} \cos \alpha + j \sin \alpha \int_{-\infty}^{\infty} x[k] \Gamma(n, k, \alpha) \sin \alpha \cos \alpha \left[ \sum_{k=-\infty}^{\infty} \frac{e^{-j\pi(k-n)^2/2}}{k} \sin \alpha \cos \alpha \right] \right. \\
\left. + \frac{\sqrt{2}}{2} \cot \alpha \int_{-\infty}^{\infty} x[k] \Gamma(n, k, \alpha) \right] \\
= \frac{T_r}{2\pi} \cos \alpha + j \sin \alpha \int_{-\infty}^{\infty} x[k] \Gamma(n, k, \alpha) \\
\left. + \frac{\sqrt{2}}{2} \cot \alpha \int_{-\infty}^{\infty} x[k] \Gamma(n, k, \alpha) \right] \\
= \frac{T_r}{\pi} \int_{-\infty}^{\infty} x[k] \Gamma(n, k, \alpha). 
\]

Equation (22) has been proved.
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II. ASSUMPTIONS, NOTATION, AND PROBLEM FORMULATION

Given any matrix \( M \), we denote by \( M^{\alpha+j} \) the matrix obtained from \( M \) by interchanging the \( i \)th column and the \( j \)th column while \( M^{-\alpha-j} \) is just \( M \) with its \( i \)th column shifted to the \( j \)th position, e.g., if \( M = \begin{bmatrix} c_1 & c_2 & c_3 & c_4 \end{bmatrix} \), then \( M^{2\alpha-4} = \begin{bmatrix} c_1 & c_3 & c_4 & c_2 \end{bmatrix} \) and \( M^{2\alpha+4} = \begin{bmatrix} c_1 & c_3 & c_2 & c_4 \end{bmatrix} \). The matrix obtained from \( M \) by deleting the \( i \)th row and the \( j \)th column is denoted as \( M_{ij} \).

To achieve a unified treatment that is valid for both continuous and discrete time signals, inner product notation is used. Given two well-behaved real-valued functions \( f(t) \) and \( g(t) \) of the real variable \( t \) defined over some (possibly infinite) interval \([t_0, t_K]\), it is assumed that their inner product is defined, according to the nature of the problem under consideration, through the integral \( \int f(t)g(t) \) or through the discrete sum \( \sum_{k=0}^{K} f(t_k)g(t_k) \), where \( t_k \) denote
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